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Recently, much attention has been given to the rough set models based on two universes. Andmany rough set models based on two
universes have been developed from different points of view. In this paper, a novel model, that is, rough Atanassov’s intuitionistic
fuzzy sets model over two different universes, is firstly proposed from Atanassov’s intuitionistic point of view. We study some
important properties of approximation operators and investigate the rough degree in the novel model. Furthermore, an illustrated
example is employed to demonstrate the conceptual arguments of the model. Finally, rough Atanassov’s intuitionistic fuzzy sets
approach to decision is presented in the generalized approximation space over two universes by considering the problem about
how to arrange patients to see the doctor reasonably, from which it can be found that the method is valuable and useful in real life.

1. Introduction

Rough set theory, originally proposed by Pawlak in the early
1980s [1–3] as a useful tool for treating with uncertainty or
imprecision information, has been successfully applied in the
fields of artificial intelligence, pattern recognition, medical
diagnosis, data mining, conflict analysis, algebra [4–12], and
so on. In recent years, the rough set theory has aroused a great
deal of interest among more and more researchers.

It is widely accepted that the theory of rough sets, which
is very important to construct a pair of upper and lower
approximation operators, is based on available information.
In the Pawlak approximation space, the lower and upper
approximations of arbitrary subset of the universe of dis-
course can be represented directly. The lower approximation
is the union of all equivalence classes, which are classes
induced by the equivalence relation on the universe and
included in the given set. The upper approximation is the
union of all equivalence classes, which are classes induced by
the equivalence relation on the universe having a nonempty
intersection with the given set. So, the equivalence relation is
a key and primitive notion in Pawlak’s rough set model.

In the Pawlak approximation space, the equivalence
relation is a very restrictive condition and the sets used are

classical sets, so the application domain of rough set model
is narrowed. In 1986, Atanassov introduced the concept of
Atanassov’s intuitionistic fuzzy sets. Atanassov’s intuitionistic
fuzzy set was considered as a generalization of fuzzy set and
had been found to be very useful to deal with vagueness.
Atanassov thought that Atanassov’s intuitionistic fuzzy set
was characterized by a pair of functions, the membership
function and the nonmembership function valued in [0, 1].
The degrees of membership and nonmembership are inde-
pendent. So, Atanassov’s intuitionistic fuzzy set is more
suitable and precise to represent the essence of vagueness
and is more useful than fuzzy set in dealing with imperfect
information. Nowadays, many excellent works over single
universe have been achieved. For example, Zhou andWu [13]
presented the rough approximations of Atanassov’s intuition-
istic fuzzy sets in crisp and fuzzy approximation spaces over
single universe in which both constructive and axiomatic
approaches are used. Zhang [14] generalized an interval-
valued rough Atanassov’s intuitionistic fuzzy (IF) sets model
by means of integrating the classical Pawlak rough set
theory with interval-valued Atanassov’s intuitionistic fuzzy
set theory. More excellent results can be found in [15, 16].

Moreover, the study on the rough set model over two
universes was done, and it has become one of the hottest
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researches in recent years for authors. Shen and Wang [17]
researched the variable precision rough set model over two
universes and investigated the properties. Yan et al. [18]
established the model of rough set over dual universes.
Sun et al. [19] proposed Atanassov’s intuitionistic fuzzy
rough set model over two universes with a constructive
approach and discussed the basic properties of this model
in fuzzy approximation space. More details about recent
advancements of rough set model over two universes can be
found in the literature [20–25]. In this paper, we will discuss
rough Atanassov’s intuitionistic fuzzy sets model over two
universes in the generalized approximation space, investigate
its measures, and study how to use it for serving our life.

The rest of the paper is organized as follows. The next
section reviews the basic concepts of Atanassov’s intuition-
istic fuzzy sets, rough sets, and rough fuzzy sets. In the next
section, rough Atanassov’s intuitionistic fuzzy sets model is
constructed in generalized approximation space over two
universes. Moreover, rough Atanassov’s intuitionistic fuzzy
sets’ cut sets and some important properties are presented. In
Section 4, we mainly studied how to measure the uncertainty
of rough Atanassov’s intuitionistic fuzzy set over two uni-
verses. What is more, a general approach to decision making
is established based on rough Atanassov’s intuitionistic fuzzy
sets over two universes with a problem of how to order the
patients to see the doctor reasonably as the background for
the application in Section 5. Finally, we draw brief conclu-
sions and set further research directions in Section 6.

2. Preliminaries

In this section, we will review some necessary definitions and
concepts required in the sequel of this paper.

2.1. Atanassov’s Intuitionistic Fuzzy Sets

Definition 1 (see [26, 27]). Let 𝑈 be a nonempty finite set.
Atanassov’s intuitionistic fuzzy set𝐴 on𝑈 is an object having
the form

𝐴 = {⟨𝑥, 𝜇
̃

𝐴

(𝑥) , ]
̃

𝐴

(𝑥)⟩ | 𝑥 ∈ 𝑈} , (1)

where 𝜇
̃

𝐴

: 𝑈 → [0, 1] and ]
̃

𝐴

: 𝑈 → [0, 1] satisfy 0 ≤

𝜇
̃

𝐴

(𝑥) + ]
̃

𝐴

(𝑥) ≤ 1 for all 𝑥 ∈ 𝑈.

𝜇
̃

𝐴

(𝑥) and ]
̃

𝐴

(𝑥) are, respectively, called the degrees of
membership and nonmembership of the element 𝑥 ∈ 𝑈 to
𝐴.

The complement of Atanassov’s intuitionistic fuzzy set 𝐴
is denoted by ∼ 𝐴 = {⟨𝑥, ]

̃

𝐴

(𝑥), 𝜇
̃

𝐴

(𝑥)⟩ | 𝑥 ∈ 𝑈}.
Let 𝐼𝐹(𝑈) denote the family of all Atanassov’s intuitionis-

tic fuzzy sets on 𝑈.
For any𝐴, 𝐵 ∈ 𝐼𝐹(𝑈), some basic operations on 𝐼𝐹(𝑈) are

defined as follows:

(1) 𝐴 ⊆ 𝐵 ⇔ 𝜇
̃

𝐴

(𝑥) ≤ 𝜇
̃

𝐵

(𝑥), ]
̃

𝐴

(𝑥) ≥ ]
̃

𝐵

(𝑥) for all 𝑥 ∈ 𝑈,

(2) 𝐴 = 𝐵 ⇔ 𝜇
̃

𝐴

(𝑥) = 𝜇
̃

𝐵

(𝑥), ]
̃

𝐴

(𝑥) = ]
̃

𝐵

(𝑥) for all 𝑥 ∈ 𝑈,

(3) 𝐴 ∩ 𝐵 = {⟨𝑥, 𝜇
̃

𝐴

(𝑥) ∧ 𝜇
̃

𝐵

(𝑥), ]
̃

𝐴

(𝑥) ∨ ]
̃

𝐵

(𝑥)⟩ | 𝑥 ∈ 𝑈},

(4) 𝐴 ∪ 𝐵 = {⟨𝑥, 𝜇
̃

𝐴

(𝑥) ∨ 𝜇
̃

𝐵

(𝑥), ]
̃

𝐴

(𝑥) ∧ ]
̃

𝐵

(𝑥)⟩ | 𝑥 ∈ 𝑈},

(5) if 𝜆 > 0, then 𝜆𝐴 = {⟨𝑥, 1 − (1 − 𝜇
̃

𝐴

(𝑥))
𝜆

, (]
̃

𝐴

(𝑥))
𝜆

⟩ |

𝑥 ∈ 𝑈}.

Definition 2. Let𝐴 be Atanassov’s intuitionistic fuzzy set over
𝑈 and (𝛼, 𝛽) ∈ 𝐿,𝐿 = {(𝛼, 𝛽) | 𝛼 ∈ [0, 1], 𝛽 ∈ [0, 1], 𝛼+𝛽 ≤ 1},
and the (𝛼, 𝛽)-level cut set of 𝐴, denoted by 𝐴𝛽

𝛼

, is defined as
follows:

𝐴
𝛽

𝛼

= {𝑥 ∈ 𝑈 | 𝜇
̃

𝐴

(𝑥) ≥ 𝛼, ]
̃

𝐴

(𝑥) ≤ 𝛽} . (2)

𝐴
𝛼

= {𝑥 ∈ 𝑈 | 𝜇
̃

𝐴

(𝑥) ≥ 𝛼} and 𝐴
𝛼+

= {𝑥 ∈ 𝑈 | 𝜇
̃

𝐴

(𝑥) > 𝛼}

are, respectively, called the 𝛼-level cut set and the strong 𝛼-
level cut set of membership generated by 𝐴. And 𝐴𝛽 = {𝑥 ∈
𝑈 | ]

̃

𝐴

(𝑥) ≤ 𝛽} and 𝐴𝛽+ = {𝑥 ∈ 𝑈 | ]
̃

𝐴

(𝑥) < 𝛽} are,
respectively, referred to as the 𝛽-level cut set and the strong
𝛽-level cut set of nonmembership generated by 𝐴.

What is more, other types of cut sets and strong cut
sets of Atanassov’s intuitionistic fuzzy set 𝐴 are denoted, for
example, 𝐴𝛽+

𝛼+

= {𝑥 ∈ 𝑈 | 𝜇
̃

𝐴

(𝑥) > 𝛼, ]
̃

𝐴

(𝑥) < 𝛽}, which is
called the (𝛼+, 𝛽+)-level cut set of 𝐴.

2.2. Fuzzy Rough Sets Model

Definition 3 (see [28]). Let (𝑈, 𝑅̃) be a fuzzy approximation
space and 𝐴 be a fuzzy subset of𝑈. The lower approximation
and upper approximation are denoted by 𝑅̃(𝐴) and 𝑅̃(𝐴),
respectively. The memberships of 𝑥 to 𝐴 are defined as

𝑅̃ (𝐴) (𝑥) = ∧ {𝐴 (𝑦) ∨ (1 − 𝑅̃ (𝑥, 𝑦)) | 𝑦 ∈ 𝑈} , 𝑥 ∈ 𝑈,

𝑅̃ (𝐴) (𝑥) = ∨ {𝐴 (𝑦) ∧ (1 − 𝑅̃ (𝑥, 𝑦)) | 𝑦 ∈ 𝑈} , 𝑥 ∈ 𝑈,

(3)

where “∨” and “∧” mean “min” and “max” operators, respec-
tively, and𝐴(𝑦) is themembership of 𝑦with respect to𝐴.The
pair (𝑅̃(𝐴), 𝑅̃(𝐴)) is called a fuzzy rough set.

2.3. Rough Atanassov’s Intuitionistic Fuzzy
Sets Model over One Universe

Definition 4 (see [13]). Let (𝑈, 𝑅) be a generalized approxima-
tion space, for any 𝐴 = {⟨𝑥, 𝜇

̃

𝐴

(𝑥), ]
̃

𝐴

(𝑥)⟩ | 𝑥 ∈ 𝑈} ∈ 𝐼𝐹(𝑈).
The upper and lower approximations of 𝐴, denoted by 𝑅(𝐴)
and 𝑅(𝐴), are, respectively, defined as follows:

𝑅 (𝐴) = {⟨𝑥, 𝜇
𝑅(

̃

𝐴)

(𝑥) , ]
𝑅(

̃

𝐴)

(𝑥)⟩ | 𝑥 ∈ 𝑈} ,

𝑅 (𝐴) = {⟨𝑥, 𝜇
𝑅(

̃

𝐴)

(𝑥) , ]
𝑅(

̃

𝐴)

(𝑥)⟩ | 𝑥 ∈ 𝑈} ,

(4)
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where

𝜇
𝑅(

̃

𝐴)

(𝑥) = ⋁
𝑦∈𝑅

𝑠
(𝑥)

𝜇
̃

𝐴

(𝑦) , ]
𝑅(

̃

𝐴)

(𝑥) = ⋀
𝑦∈𝑅

𝑠
(𝑥)

]
̃

𝐴

(𝑦) ,

𝜇
𝑅(

̃

𝐴)

(𝑥) = ⋀
𝑦∈𝑅

𝑠
(𝑥)

𝜇
̃

𝐴

(𝑦) , ]
𝑅(

̃

𝐴)

(𝑥) = ⋁
𝑦∈𝑅

𝑠
(𝑥)

]
̃

𝐴

(𝑦) ,

(5)

where “∨” and “∧” mean “min” and “max” operators, respec-
tively, and 𝜇

̃

𝐴

(𝑦), ]
̃

𝐴

(𝑦) are the membership and nonmem-
bership of 𝑦with respect to𝐴. The pair (𝑅(𝐴), 𝑅(𝐴)) is called
a fuzzy rough set in a generalized approximation space.

2.4. Rough Fuzzy Sets Model over Two Universes

Definition 5 (see [29]). Let (𝑈, 𝑉, 𝑅) be a generalized approx-
imation space over two universes, and for any 𝐴 ∈ 𝐹(𝑈),
𝐵 ∈ 𝐹(𝑉), denote

𝑅
𝑈

(𝐴) (𝑦) = min {𝐴 (𝑥) | 𝑥 ∈ 𝑅
𝑝

(𝑦)} ,

𝑅
𝑈

(𝐴) (𝑦) = max {𝐴 (𝑥) | 𝑥 ∈ 𝑅
𝑝

(𝑦)} ,

𝑦 ∈ 𝑉;

𝑅
𝑉

(𝐵) (𝑥) = min {𝐵 (𝑦) | 𝑦 ∈ 𝑅
𝑠

(𝑥)} ,

𝑅
𝑉

(𝐵) (𝑥) = max {𝐵 (𝑦) | 𝑦 ∈ 𝑅
𝑠

(𝑥)} ,

𝑥 ∈ 𝑈.

(6)

Then, 𝑅
𝑈

(𝐴) and 𝑅
𝑈

(𝐴) are called the lower and upper
approximations of fuzzy set𝐴 in 𝐹(𝑈), and 𝑅

𝑉

(𝐵) and 𝑅
𝑉

(𝐵)

are called the lower and upper approximations of fuzzy set 𝐵
in 𝐹(𝑉), respectively. (𝑅

𝑈

(𝐴), 𝑅
𝑈

(𝐴)) and (𝑅
𝑉

(𝐵), 𝑅
𝑉

(𝐵)) are
called rough fuzzy sets in generalized approximation space
over two universes.

3. Rough Atanassov’s Intuitionistic Fuzzy Sets
Model over Two Universes

In this section, we will introduce roughAtanassov’s intuition-
istic fuzzy sets model over the different universes and discuss
some important properties of roughAtanassov’s intuitionistic
fuzzy sets.

3.1. Construction of Rough Atanassov’s Intuitionistic Fuzzy
Sets. Let𝑈,𝑉 be nonempty finite universes, and a subset 𝑅 ∈
𝑃(𝑈 × 𝑉) (i.e., 𝑅: 𝑈 × 𝑉 → {0, 1}) is called a binary relation
from 𝑈 to 𝑉.

In general, if 𝑈 = 𝑉, 𝑅 is called the binary relation over
single universe. If 𝑅 satisfies reflexivity, symmetry, and tran-
sitivity, then we say 𝑅 is an equivalence relation. But in
generalized approximation space over two universes, 𝑅 is
a binary relation from 𝑈 to 𝑉 and then 𝑅 must not be
equivalence relation.

Definition 6 (see [22]). Let 𝑅 be a crisp binary relation on the
universes 𝑈 and 𝑉. Then,

(1) 𝑅 is serial if, for any 𝑥 ∈ 𝑈, there exists 𝑦 ∈ 𝑉, s.t.
𝑅(𝑥, 𝑦) = 1,

(2) 𝑅 is reverse serial if, for any 𝑦 ∈ 𝑉, there exists 𝑥 ∈ 𝑈,
s.t. 𝑅(𝑥, 𝑦) = 1.

Definition 7. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, and for any 𝐴 ∈ 𝐼𝐹(𝑈), 𝐵 ∈ 𝐼𝐹(𝑉),
denote

𝑅
𝑈

(𝐴) = {⟨𝑦, 𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) , ]
𝑅

𝑈
(

̃

𝐴)

(𝑦)⟩ | 𝑦 ∈ 𝑉} ,

𝑅
𝑈

(𝐴) = {⟨𝑦, 𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) , ]
𝑅

𝑈
(

̃

𝐴)

(𝑦)⟩ | 𝑦 ∈ 𝑉} ,

𝑅
𝑉

(𝐵) = {⟨𝑥, 𝜇
𝑅

𝑉
(

̃

𝐵)

(𝑥) , ]
𝑅

𝑉
(

̃

𝐵)

(𝑥)⟩ | 𝑥 ∈ 𝑈} ,

𝑅
𝑉

(𝐵) = {⟨𝑥, 𝜇
𝑅

𝑉
(

̃

𝐵)

(𝑥) , ]
𝑅

𝑉
(

̃

𝐵)

(𝑥)⟩ | 𝑥 ∈ 𝑈} ,

(7)

where

𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) = ⋀
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) , ]
𝑅

𝑈
(

̃

𝐴)

(𝑦) = ⋁
𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) ,

𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) = ⋁
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) , ]
𝑅

𝑈
(

̃

𝐴)

(𝑦) = ⋀
𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) ,

𝜇
𝑅

𝑉
(

̃

𝐵)

(𝑥) = ⋀
𝑦∈𝑅

𝑠
(𝑥)

𝜇
̃

𝐵

(𝑦) , ]
𝑅

𝑉
(

̃

𝐵)

(𝑥) = ⋁
𝑦∈𝑅

𝑠
(𝑥)

]
̃

𝐵

(𝑦) ,

𝜇
𝑅

𝑉
(

̃

𝐵)

(𝑥) = ⋁
𝑦∈𝑅

𝑠
(𝑥)

𝜇
̃

𝐵

(𝑦) , ]
𝑅

𝑉
(

̃

𝐵)

(𝑥) = ⋀
𝑦∈𝑅

𝑠
(𝑥)

]
̃

𝐵

(𝑦) .

(8)

Then, 𝑅
𝑈

(𝐴) and 𝑅
𝑈

(𝐴) are called the lower and upper
approximations of Atanassov’s intuitionistic fuzzy set 𝐴 in
𝐼𝐹(𝑈), and 𝑅

𝑉

(𝐵) and 𝑅
𝑉

(𝐵) are called the lower and upper
approximations of Atanassov’s intuitionistic fuzzy set 𝐵 in
𝐼𝐹(𝑉). (𝑅

𝑈

(𝐴), 𝑅
𝑈

(𝐴)) and (𝑅
𝑉

(𝐵), 𝑅
𝑉

(𝐵)) are called rough
Atanassov’s intuitionistic fuzzy sets over the universes 𝑈 and
𝑉.

Furthermore, we also define the positive region pos
𝑅

𝑈

(𝐴),
pos
𝑅

𝑉

(𝐵), negative region neg
𝑅

𝑈

(𝐴), neg
𝑅

𝑉

(𝐵), and boundary
region bn

𝑅

𝑈

(𝐴), bn
𝑅

𝑉

(𝐵) of𝐴, 𝐵 about𝑅
𝑈

, 𝑅
𝑉

on the universe
𝑈,𝑉 as follows, respectively:

pos
𝑅

𝑈

(𝐴) = 𝑅
𝑈

(𝐴) , neg
𝑅

𝑈

(𝐴) =∼ 𝑅
𝑈

(𝐴) ,

bn
𝑅

𝑈

(𝐴) = 𝑅
𝑈

(𝐴) ∩ ∼ 𝑅
𝑈

(𝐴) ;

pos
𝑅

𝑉

(𝐵) = 𝑅
𝑉

(𝐵) , neg
𝑅

𝑉

(𝐵) =∼ 𝑅
𝑉

(𝐵) ,

bn
𝑅

𝑉

(𝐵) = 𝑅
𝑉

(𝐵) ∩ ∼ 𝑅
𝑉

(𝐵) .

(9)

If for any 𝑦 ∈ 𝑉 (resp., 𝑥 ∈ 𝑈), 𝑅
𝑈

(𝐴) = 𝑅
𝑈

(𝐴) (resp.,
𝑅
𝑉

(𝐵) = 𝑅
𝑉

(𝐵)), then Atanassov’s intuitionistic fuzzy set 𝐴
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(resp.,𝐵) is Atanassov’s intuitionistic fuzzy definable set about
the generalized approximation space (𝑈, 𝑉, 𝑅). Otherwise,
Atanassov’s intuitionistic fuzzy set 𝐴 (resp., 𝐵) is a rough set
about the generalized approximation space (𝑈, 𝑉, 𝑅) over two
universes.

Example 8. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes. Let 𝑈,𝑉 be two nonempty finite
universes, and let 𝑈 denote the symptom set, and let 𝑉
denote the disease set. Suppose 𝑈 = {𝑥

1

, 𝑥
2

, 𝑥
3

, 𝑥
4

, 𝑥
5

}, 𝑉 =

{𝑦
1

, 𝑦
2

, 𝑦
3

, 𝑦
4

, 𝑦
5

}, where each 𝑥
𝑖

(𝑖 = 1, 2, . . . , 5) stands for
one symptom, but each𝑦

𝑖

(𝑖 = 1, 2, . . . , 5) stands for a disease.
Assume 𝑅 be a binary relation on 𝑈 × 𝑉, for any 𝑥

𝑖

∈ 𝑈, if
there exists 𝑦 ∈ 𝑉, so the relation can be understood that if a
person has a symptom 𝑥

𝑖

, so he had possibly suffered from a
disease 𝑦

𝑖

.

Now, we can define the relation 𝑅 as follows:

𝑅 = {(𝑥
1

, 𝑦
1

) , (𝑥
1

, 𝑦
2

) , (𝑥
1

, 𝑦
3

) , (𝑥
2

, 𝑦
3

) , (𝑥
3

, 𝑦
4

) , (𝑥
4

, 𝑦
1

) ,

(𝑥
4

, 𝑦
2

) , (𝑥
5

, 𝑦
5

)} .

(10)

From 𝑅, we can see that 𝑅 is serial and reverse serial, and
we can obtain

𝑅
𝑃

(𝑦
1

) = {𝑥
1

, 𝑥
4

} , 𝑅
𝑃

(𝑦
2

) = {𝑥
1

, 𝑥
4

} ,

𝑅
𝑃

(𝑦
3

) = {𝑥
1

, 𝑥
2

} , 𝑅
𝑃

(𝑦
4

) = {𝑥
3

} ,

𝑅
𝑃

(𝑦
5

) = {𝑥
5

} .

(11)

Suppose a person 𝐴 has the symptom conditions, and we
can describe by Atanassov’s intuitionistic fuzzy set

𝐴 = {⟨𝑥
1

, 0.8, 0.1⟩ , ⟨𝑥
2

, 0.6, 0.1⟩ , ⟨𝑥
3

, 0.2, 0.8⟩ ,

⟨𝑥
4

, 0.6, 0.1⟩ , ⟨𝑥
5

, 0.1, 0.6⟩} .
(12)

By Definition 7, we can obtain

𝑅
𝑈

(𝐴) = {⟨𝑦
1

, 0.6, 0.1⟩ , ⟨𝑦
2

, 0.6, 0.1⟩ , ⟨𝑦
3

, 0.6, 0.1⟩ ,

⟨𝑦
4

, 0.2, 0.8⟩ , ⟨𝑦
5

, 0.1, 0.6⟩} ,

𝑅
𝑈

(𝐴) = {⟨𝑦
1

, 0.8, 0.1⟩ , ⟨𝑦
2

, 0.8, 0.1⟩ , ⟨𝑦
3

, 0.8, 0.1⟩ ,

⟨𝑦
4

, 0.2, 0.8⟩ , ⟨𝑦
5

, 0.1, 0.6⟩} .

(13)

From the lower and upper approximations of 𝐴, we can
draw a conclusion that the personmust have had the diseases
𝑦
1

, 𝑦
2

, 𝑦
3

, 𝑦
4

, 𝑦
5

at the degrees (0.6, 0.1), (0.6, 0.1), (0.6, 0.1),
(0.2, 0.8), and (0.1, 0.6), respectively. And the person may be
have had the diseases 𝑦

1

, 𝑦
2

, 𝑦
3

, 𝑦
4

, 𝑦
5

at the degrees (0.8, 0.1),
(0.8, 0.1), (0.8, 0.1), (0.2, 0.8), and (0.1, 0.6), respectively.

Remark 9. In a generalized approximation space over two
universes, we can find out that the lower and upper approx-
imations of Atanassov’s intuitionistic fuzzy set 𝐴 ∈ 𝐼𝐹(𝑈)

belong to 𝐼𝐹(𝑉), and the lower and upper approximations
of Atanassov’s intuitionistic fuzzy set 𝐵 ∈ 𝐼𝐹(𝑉) belong to
𝐼𝐹(𝑈). This property is different from the lower and upper
approximations over single universe. What is more, we can
obtain other properties in the following.

3.2. Corresponding Properties of Rough Atanassov’s
Intuitionistic Fuzzy Sets

Theorem 10. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, and for any 𝐴,𝐴󸀠 ∈ 𝐼𝐹(𝑈), 𝐵, 𝐵󸀠 ∈
𝐼𝐹(𝑉), one has the following properties:

(1) 𝑅
𝑈

(𝐴) =∼ 𝑅
𝑈

(∼ 𝐴), 𝑅
𝑈

(𝐴) =∼ 𝑅
𝑈

(∼ 𝐴);

𝑅
𝑉

(𝐵) =∼ 𝑅
𝑉

(∼ 𝐵), 𝑅
𝑉

(𝐵) =∼ 𝑅
𝑉

(∼ 𝐵);

(2) 𝑅
𝑈

(𝐴∩𝐴
󸀠

) = 𝑅
𝑈

(𝐴)∩𝑅
𝑈

(𝐴
󸀠

), 𝑅
𝑈

(𝐴∪𝐴
󸀠

) = 𝑅
𝑈

(𝐴)∪

𝑅
𝑈

(𝐴
󸀠

);

𝑅
𝑉

(𝐵 ∩ 𝐵
󸀠

) = 𝑅
𝑉

(𝐵) ∩ 𝑅
𝑉

(𝐵
󸀠

), 𝑅
𝑉

(𝐵 ∪ 𝐵
󸀠

) = 𝑅
𝑉

(𝐵) ∪

𝑅
𝑉

(𝐵
󸀠

);

(3) 𝐴
󸀠

⊆ 𝐴 ⇒ 𝑅
𝑈

(𝐴
󸀠

) ⊆ 𝑅
𝑈

(𝐴), 𝑅
𝑈

(𝐴
󸀠

) ⊆ 𝑅
𝑈

(𝐴);

𝐵
󸀠

⊆ 𝐵 ⇒ 𝑅
𝑉

(𝐵
󸀠

) ⊆ 𝑅
𝑉

(𝐵), 𝑅
𝑉

(𝐵
󸀠

) ⊆ 𝑅
𝑉

(𝐵);

(4) 𝑅
𝑈

(𝐴∪𝐴
󸀠

) ⊇ 𝑅
𝑈

(𝐴)∪𝑅
𝑈

(𝐴
󸀠

), 𝑅
𝑈

(𝐴∩𝐴
󸀠

) ⊆ 𝑅
𝑈

(𝐴)∩

𝑅
𝑈

(𝐴
󸀠

);

𝑅
𝑉

(𝐵 ∪ 𝐵
󸀠

) ⊇ 𝑅
𝑉

(𝐵) ∪ 𝑅
𝑉

(𝐵
󸀠

), 𝑅
𝑉

(𝐵 ∩ 𝐵
󸀠

) ⊆ 𝑅
𝑉

(𝐵) ∩

𝑅
𝑉

(𝐵
󸀠

);

(5) 𝑅
𝑈

(𝐴) ⊆ 𝑅
𝑈

(𝐴), 𝑅
𝑉

(𝐵) ⊆ 𝑅
𝑉

(𝐵).

Proof. We only need to prove the first part of each property
as the similarity of the above properties.

(1) According to Definition 7, we can obtain

𝑅
𝑈

(∼ 𝐴)

=
{

{

{

⟨𝑦, ⋀

𝑥∈𝑅

𝑝(𝑦)

𝜇
∼

̃

𝐴

(𝑥) , ⋁

𝑥∈𝑅

𝑝(𝑦)

]
∼

̃

𝐴

(𝑥)⟩ | 𝑦 ∈ 𝑉
}

}

}

=
{

{

{

⟨𝑦, ⋀

𝑥∈𝑅

𝑝(𝑦)

]
̃

𝐴

(𝑥) , ⋁

𝑥∈𝑅

𝑝(𝑦)

𝜇
̃

𝐴

(𝑥)⟩ | 𝑦 ∈ 𝑉
}

}

}

=∼ 𝑅
𝑈

(𝐴) .

(14)

So, we can have 𝑅
𝑈

(𝐴) =∼ 𝑅
𝑈

(∼ 𝐴).
The property𝑅

𝑈

(𝐴) =∼ 𝑅
𝑈

(∼ 𝐴) can be proved similarly.
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(2)We can have

𝑅
𝑈

(𝐴 ∩ 𝐴
󸀠

)

=
{

{

{

⟨𝑦, ⋀

𝑥∈𝑅

𝑝(𝑦)

𝜇
̃

𝐴∩

̃

𝐴

󸀠 (𝑥) , ⋁

𝑥∈𝑅

𝑝(𝑦)

]
̃

𝐴∩

̃

𝐴

󸀠 (𝑥)⟩ | 𝑦 ∈ 𝑉
}

}

}

=
{

{

{

⟨𝑦, ⋀

𝑥∈𝑅

𝑝(𝑦)

(𝜇
̃

𝐴

(𝑥) ∧ 𝜇
̃

𝐴

(𝑥)) ,

⋁

𝑥∈𝑅

𝑝(𝑦)

(𝜇
̃

𝐴

(𝑥) ∨ 𝜇
̃

𝐴

(𝑥))⟩ | 𝑦 ∈ 𝑉
}

}

}

=
{

{

{

⟨𝑦, ⋀

𝑥∈𝑅

𝑝(𝑦)

𝜇
̃

𝐴

(𝑥) ∧ ⋀

𝑥∈𝑅

𝑝(𝑦)

𝜇
̃

𝐴

󸀠 (𝑥) ,

⋁

𝑥∈𝑅

𝑝(𝑦)

]
̃

𝐴

(𝑥) ∨ ⋁

𝑥∈𝑅

𝑝(𝑦)

]
̃

𝐴

󸀠 (𝑥)⟩ | 𝑦 ∈ 𝑉
}

}

}

= 𝑅
𝑈

(𝐴) ∩ 𝑅
𝑈

(𝐴
󸀠

) .

(15)

Hence, we can obtain 𝑅
𝑈

(𝐴 ∩ 𝐴
󸀠

) = 𝑅
𝑈

(𝐴) ∩ 𝑅
𝑈

(𝐴
󸀠

).
(3) According to the definitions of Atanassov’s intuition-

istic fuzzy lower and fuzzy upper approximations, (3) holds.
(4) It is easy to prove it by property (3).
(5) For any 𝑦 ∈ 𝑅

𝑈

(𝐴), we can have

𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) = ⋀
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) ≤ ⋁
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) ,

]
𝑅

𝑈
(

̃

𝐴)

(𝑦) = ⋁
𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) ≥ ⋀
𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) .

(16)

Therefore, 𝑅
𝑈

(𝐴) ⊆ 𝑅
𝑈

(𝐴).

Definition 11. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, and for any 𝐴 ∈ 𝐼𝐹(𝑈), 𝐵 ∈ 𝐼𝐹(𝑉),
denote

𝑅
𝑈

(𝐴
𝛽

𝛼

) = {𝑦 | 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽

𝛼

} ,

𝑅
𝑈

(𝐴
𝛽

𝛼

) = {𝑦 | 𝑅
𝑝

(𝑦) ∩ 𝐴
𝛽

𝛼

̸= 0} ;

𝑅
𝑉

(𝐵
𝛽

𝛼

) = {𝑥 | 𝑅
𝑠

(𝑥) ⊆ 𝐵
𝛽

𝛼

} ,

𝑅
𝑉

(𝐵
𝛽

𝛼

) = {𝑥 | 𝑅
𝑠

(𝑥) ∩ 𝐵
𝛽

𝛼

̸= 0} ,

(17)

where 𝛼, 𝛽 ∈ [0, 1], 𝑅
𝑈

(𝐴
𝛽

𝛼

), and 𝑅
𝑈

(𝐴
𝛽

𝛼

) are called the
lower and upper approximation of 𝐴𝛽

𝛼

on the universe 𝑈
and 𝑅

𝑉

(𝐵
𝛽

𝛼

) and 𝑅
𝑉

(𝐵
𝛽

𝛼

) are called the lower and upper
approximations of 𝐵𝛽

𝛼

on the universe 𝑉.

Example 12 (continued from Example 8). Let 𝛼 = 0.8 and let
𝛽 = 0.1; then, we have 𝐴0.1

0.8

= {𝑥
1

}, so the lower and upper
approximations of 𝐴0.1

0.8

can be presented as follows:

𝑅
𝑈

(𝐴
0.1

0.8

) = 0,

𝑅
𝑈

(𝐴
0.1

0.8

) = {𝑦
1

, 𝑦
2

, 𝑦
3

} .

(18)

Remark 13. In Definition 7, we give the concepts of the lower
approximation and upper approximation of𝐴𝛽

𝛼

about 𝑅 from
the universe 𝑈 to 𝑉. Similarly, we can also define the lower
approximation and upper approximation of sets𝐴

𝛼

,𝐴
𝛼+

,𝐴𝛽,
𝐴
𝛽+, 𝐴𝛽
𝛼+

, 𝐴𝛽+
𝛼

, and 𝐴𝛽+
𝛼+

about 𝑅 from the universe 𝑈 to 𝑉.
For example, we define the lower approximation and upper
approximation of𝐴𝛽+, 𝐵𝛽+ about 𝑅 from the universe𝑈 to𝑉
as follows:

𝑅
𝑈

(𝐴
𝛽+

) = {𝑦 | 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽+

} ,

𝑅
𝑈

(𝐴
𝛽+

) = {𝑦 | 𝑅
𝑝

(𝑦) ∩ 𝐴
𝛽+

̸= 0} ;

𝑅
𝑉

(𝐵
𝛽+

) = {𝑥 | 𝑅
𝑠

(𝑥) ⊆ 𝐵
𝛽+

} ,

𝑅
𝑉

(𝐵
𝛽+

) = {𝑥 | 𝑅
𝑠

(𝑥) ∩ 𝐵
𝛽+

̸= 0} .

(19)

In the following discussion, without loss of general-
ity, we only investigate the properties of 𝑅

𝑈

(𝐴
𝛽

𝛼

), 𝑅
𝑈

(𝐴
𝛽

𝛼

)

and 𝑅
𝑉

(𝐵
𝛽

𝛼

), 𝑅
𝑉

(𝐵
𝛽

𝛼

). The corresponding properties can be
extended to the other lower approximations and upper
approximations; here, we will not list them one by one.

Theorem 14. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes; if 𝛼

1

> 𝛼
2

, 𝛽
1

< 𝛽
2

, one can obtain

𝑅
𝑈

(𝐴
𝛽

1

𝛼

1

) ⊆ 𝑅
𝑈

(𝐴
𝛽

2

𝛼

2

) , 𝑅
𝑈

(𝐴
𝛽

1

𝛼

1

) ⊆ 𝑅
𝑈

(𝐴
𝛽

2

𝛼

2

) ;

𝑅
𝑉

(𝐵
𝛽

1

𝛼

1

) ⊆ 𝑅
𝑉

(𝐵
𝛽

2

𝛼

2

) , 𝑅
𝑉

(𝐵
𝛽

1

𝛼

1

) ⊆ 𝑅
𝑉

(𝐵
𝛽

2

𝛼

2

) .

(20)

Proof. Since 𝛼
1

> 𝛼
2

, 𝛽
1

< 𝛽
2

, so 𝐴𝛽1
𝛼

1

⊆ 𝐴
𝛽

2

𝛼

2

. For any 𝑦 ∈

𝑅
𝑈

(𝐴
𝛽

1

𝛼

1

), we can have 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽

1

𝛼

1

. Thus, 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽

2

𝛼

2

⇔

𝑦 ∈ 𝑅
𝑈

(𝐴
𝛽

2

𝛼

2

) that is, 𝑅
𝑈

(𝐴
𝛽

1

𝛼

1

) ⊆ 𝑅
𝑈

(𝐴
𝛽

2

𝛼

2

).
The properties 𝑅

𝑈

(𝐴
𝛽

1

𝛼

1

) ⊆ 𝑅
𝑈

(𝐴
𝛽

2

𝛼

2

), 𝑅
𝑉

(𝐵
𝛽

1

𝛼

1

) ⊆ 𝑅
𝑉

(𝐵
𝛽

2

𝛼

2

),
and 𝑅

𝑉

(𝐵
𝛽

1

𝛼

1

) ⊆ 𝑅
𝑉

(𝐵
𝛽

2

𝛼

2

) can be proved similarly.

Example 15 (continued from Example 12). Let 𝛼
1

= 0.8, 𝛼
2

=

0.6, 𝛽
1

= 0.1, and 𝛽
2

= 0.2; then, we have 𝐴0.2
0.6

= {𝑥
1

, 𝑥
2

,

𝑥
4

}, so the lower and upper approximations of 𝐴0.2
0.6

can be
obtained as follows:

𝑅
𝑈

(𝐴
0.2

0.6

) = {𝑦
1

, 𝑦
2

, 𝑦
3

} ,

𝑅
𝑈

(𝐴
0.2

0.6

) = {𝑦
1

, 𝑦
2

, 𝑦
3

} .

(21)

Then, 𝑅
𝑈

(𝐴
0.1

0.8

) ⊆ 𝑅
𝑈

(𝐴
0.2

0.6

) and 𝑅
𝑈

(𝐴
0.1

0.8

) ⊆ 𝑅
𝑈

(𝐴
0.2

0.6

)

hold.
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According to Definition 7, we can define two pairs of
Atanassov’s intuitionistic fuzzy sets as follows:

𝑅
󸀠

𝑈

(𝐴) = {⟨𝑦, 𝜇
𝑅

󸀠

𝑈
(

̃

𝐴)

(𝑦) , ]
𝑅

󸀠

𝑈
(

̃

𝐴)

(𝑦)⟩ | 𝑦 ∈ 𝑉} ,

𝑅
󸀠

𝑈

(𝐴) = {⟨𝑦, 𝜇
𝑅

󸀠

𝑈
(

̃

𝐴)

(𝑦) , ]
𝑅

󸀠

𝑈
(

̃

𝐴)

(𝑦)⟩ | 𝑦 ∈ 𝑉} ,

𝑅
󸀠

𝑉

(𝐵) = {⟨𝑥, 𝜇
𝑅

󸀠

𝑉
(

̃

𝐵)

(𝑥) , ]
𝑅

󸀠

𝑉
(

̃

𝐵)

(𝑥)⟩ | 𝑥 ∈ 𝑈} ,

𝑅
󸀠

𝑉

(𝐵) = {⟨𝑥, 𝜇
𝑅

󸀠

𝑉
(

̃

𝐵)

(𝑥) , ]
𝑅

󸀠

𝑉
(

̃

𝐵)

(𝑥)⟩ | 𝑥 ∈ 𝑈} ,

(22)

where

𝜇
𝑅

󸀠

𝑈
(

̃

𝐴)

(𝑦) = ∨ {𝛼 | 𝑦 ∈ 𝑅
𝑈

(𝐴
𝛽

𝛼

)} = ∨ {𝛼 | 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽

𝛼

} ,

]
𝑅

󸀠

𝑈
(

̃

𝐴)

(𝑦) = ∧ {𝛽 | 𝑦 ∈ 𝑅
𝑈

(𝐴
𝛽

𝛼

)} = ∧ {𝛽 | 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽

𝛼

} ,

𝜇
𝑅

󸀠

𝑈
(

̃

𝐴)

(𝑦) = ∨ {𝛼 | 𝑦 ∈ 𝑅
𝑈

(𝐴
𝛽

𝛼

)}

= ∨ {𝛼 | 𝑅
𝑝

(𝑦) ∩ 𝐴
𝛽

𝛼

̸= 𝜙} ,

]
𝑅

󸀠

𝑈
(

̃

𝐴)

(𝑦) = ∧ {𝛽 | 𝑦 ∈ 𝑅
𝑈

(𝐴
𝛽

𝛼

)}

= ∧ {𝛽 | 𝑅
𝑝

(𝑦) ∩ 𝐴
𝛽

𝛼

̸= 𝜙} ,

𝜇
𝑅

󸀠

𝑉
(

̃

𝐵)

(𝑥) = ∨ {𝛼 | 𝑥 ∈ 𝑅
𝑉

(𝐵
𝛽

𝛼

)} = ∨ {𝛼 | 𝑅
𝑠

(𝑥) ⊆ 𝐵
𝛽

𝛼

} ,

]
𝑅

󸀠

𝑉
(

̃

𝐵)

(𝑥) = ∧ {𝛽 | 𝑥 ∈ 𝑅
𝑉

(𝐵
𝛽

𝛼

)} = ∧ {𝛽 | 𝑅
𝑠

(𝑥) ⊆ 𝐵
𝛽

𝛼

} ,

𝜇
𝑅

󸀠

𝑉
(

̃

𝐵)

(𝑥) = ∨ {𝛼 | 𝑥 ∈ 𝑅
𝑉

(𝐵
𝛽

𝛼

)} = ∨ {𝛼 | 𝑅
𝑠

(𝑥) ∩ 𝐵
𝛽

𝛼

̸= 𝜙} ,

]
𝑅

󸀠

𝑉
(

̃

𝐵)

(𝑥) = ∧ {𝛽 | 𝑥 ∈ 𝑅
𝑉

(𝐵
𝛽

𝛼

)} = ∧ {𝛽 | 𝑅
𝑠

(𝑥) ∩ 𝐵
𝛽

𝛼

̸= 𝜙} .

(23)

Then, we can obtain the following properties.

Theorem 16. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, and for any 𝐴 ∈ 𝐼𝐹(𝑈), 𝐵 ∈ 𝐼𝐹(𝑉),
then

𝑅
𝑈

(𝐴) = 𝑅
󸀠

𝑈

(𝐴) , 𝑅
𝑈

(𝐴) = 𝑅
󸀠

𝑈

(𝐴) ;

𝑅
𝑉

(𝐵) = 𝑅
󸀠

𝑉

(𝐵) , 𝑅
𝑉

(𝐵) = 𝑅
󸀠

𝑉

(𝐵) .

(24)

Proof. For any 𝑦 ∈ 𝑉, denote

𝛼
1

= 𝜇
𝑅

𝑈
(𝐴)

(𝑦) = ⋀
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) ,

𝛽
1

= ]
𝑅

𝑈
(𝐴)

(𝑦) = ⋁
𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) ;

𝛼
2

= ∨ {𝛼 | 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽

𝛼

} , 𝛽
2

= ∧ {𝛽 | 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽

𝛼

} .

(25)

Let 𝛼, 𝛽 satisfy 𝑅
𝑝

(𝑦) ⊆ 𝐴
𝛽

𝛼

, if 𝑥 ∈ 𝑅
𝑝

(𝑦), then 𝜇
̃

𝐴(𝑥)

≥ 𝛼,
]
̃

𝐴(𝑥)

≤ 𝛽 and ⋀
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) ≥ 𝛼, ⋁
𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) ≤ 𝛽. So,
𝛼
1

≥ 𝛼, 𝛽
1

≤ 𝛽; therefore; 𝛼
1

≥ 𝛼
2

, 𝛽
1

≤ 𝛽
2

.

On the other hand, for any 𝛼 > 𝛼
2

, 𝛽 < 𝛽
2

, according to
the definitions of 𝛼

2

, 𝛽
2

, we can know that there exists 𝑥 ∈

𝑅
𝑝

(𝑦), s.t. 𝑥 ∉ 𝐴𝛽
𝛼

; that is, 𝛼
1

≤ 𝜇
̃

𝐴

(𝑥) < 𝛼, 𝛽
1

≥ ]
̃

𝐴

(𝑥) > 𝛽;
thus, 𝛼 > 𝛼

1

, 𝛽 < 𝛽
1

, by the arbitrary of 𝛼 > 𝛼
2

and 𝛽 < 𝛽
2

,
and we can obtain 𝛼

2

≥ 𝛼
1

, 𝛽
2

≤ 𝛽
1

. Hence, 𝑅
𝑈

(𝐴) = 𝑅
󸀠

𝑈

(𝐴).
The properties 𝑅

𝑈

(𝐴) = 𝑅
󸀠

𝑈

(𝐴), 𝑅
𝑉

(𝐵) = 𝑅
󸀠

𝑉

(𝐵), and
𝑅
𝑉

(𝐵) = 𝑅
󸀠

𝑉

(𝐵) can be proved similarly.

Definition 17. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, 𝐴

1

, 𝐴
2

∈ 𝐼𝐹(𝑈), 𝐵
1

, 𝐵
2

∈ 𝐼𝐹(𝑉).

If 𝑅
𝑈

(𝐴
1

) = 𝑅
𝑈

(𝐴
2

), then𝐴
1

and𝐴
2

are called lower
rough equivalences of 𝑈, denoted by 𝐴

1

≂
𝑈

𝐴
2

.
If𝑅
𝑈

(𝐴
1

) = 𝑅
𝑈

(𝐴
2

), then𝐴
1

and𝐴
2

are called upper
rough equivalences of 𝑈, denoted by 𝐴

1

≃
𝑈

𝐴
2

.
If 𝑅
𝑈

(𝐴
1

) = 𝑅
𝑈

(𝐴
2

) and 𝑅
𝑈

(𝐴
1

) = 𝑅
𝑈

(𝐴
2

), then 𝐴
1

and 𝐴
2

are called rough equivalences of 𝑈, denoted
by 𝐴
1

≈
𝑈

𝐴
2

.
If 𝑅
𝑉

(𝐵
1

) = 𝑅
𝑉

(𝐵
2

), then 𝐵
1

and 𝐵
2

are called lower
rough equivalences of 𝑉, denoted by 𝐵

1

≂
𝑉

𝐵
2

.
If 𝑅
𝑉

(𝐵
1

) = 𝑅
𝑉

(𝐵
2

), then 𝐵
1

and 𝐵
2

are called upper
rough equivalences of 𝑉, denoted by 𝐵

1

≃
𝑉

𝐵
2

.
If 𝑅
𝑉

(𝐵
1

) = 𝑅
𝑉

(𝐵
2

) and 𝑅
𝑉

(𝐵
1

) = 𝑅
𝑉

(𝐵
2

), then 𝐵
1

and 𝐵
2

are called rough equivalences of 𝑉, denoted
by 𝐵
1

≈
𝑉

𝐵
2

.

Proposition 18. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, 𝐴

1

, 𝐴
2

, 𝐴󸀠
1

, 𝐴󸀠
2

∈ 𝐼𝐹(𝑈), 𝐵
1

, 𝐵
2

, 𝐵󸀠
1

,
𝐵
󸀠

2

∈ 𝐼𝐹(𝑉); then,

(1) 𝐴
1

≂
𝑈

𝐴
2

⇔ (𝐴
1

∩ 𝐴
2

)≂
𝑈

𝐴
2

, (𝐴
1

∩ 𝐴
2

)≂
𝑈

𝐴
1

;
𝐵
1

≂
𝑉

𝐵
2

⇔ (𝐵
1

∩ 𝐵
2

)≂
𝑉

𝐵
2

, (𝐵
1

∩ 𝐵
2

)≂
𝑉

𝐵
1

.
(2) 𝐴

1

≃
𝑈

𝐴
2

⇔ (𝐴
1

∪ 𝐴
2

)≃
𝑈

𝐴
2

, (𝐴
1

∪ 𝐴
2

)≃
𝑈

𝐴
1

;
𝐵
1

≃
𝑉

𝐵
2

⇔ (𝐵
1

∪ 𝐵
2

)≃
𝑉

𝐵
2

, (𝐵
1

∪ 𝐵
2

)≃
𝑉

𝐵
1

.
(3) If 𝐴

1

≂
𝑈

𝐴
󸀠

1

, 𝐴
2

≂
𝑈

𝐴
󸀠

2

, then (𝐴
1

∩ 𝐴
2

)≂
𝑈

𝐴
󸀠

1

∩ 𝐴
󸀠

2

;
if 𝐴
1

≃
𝑈

𝐴
󸀠

1

, 𝐴
2

≃
𝑈

𝐴
󸀠

2

, then (𝐴
1

∪ 𝐴
2

)≃
𝑈

𝐴
󸀠

1

∪ 𝐴
󸀠

2

;
if 𝐵
1

≂
𝑉

𝐵
󸀠

1

, 𝐵
2

≂
𝑉

𝐵
󸀠

2

, then (𝐵
1

∩ 𝐵
2

)≂
𝑉

𝐵
󸀠

1

∩ 𝐵
󸀠

2

;
if 𝐵
1

≃
𝑉

𝐵
󸀠

1

, 𝐵
2

≃
𝑉

𝐵
󸀠

2

, then (𝐵
1

∪ 𝐵
2

)≃
𝑉

𝐵
󸀠

1

∪ 𝐵
󸀠

2

.
(4) If 𝐴

1

≂
𝑈

0 or 𝐴󸀠
1

≂
𝑈

0, then 𝐴
1

∩ 𝐴
󸀠

1

≂
𝑈

0;
if 𝐵
1

≂
𝑉

0 or 𝐵󸀠
1

≂
𝑉

0, then 𝐵
1

∩ 𝐵
󸀠

1

≂
𝑉

0.
(5) If 𝐴

1

≃
𝑈

𝑈 or 𝐴󸀠
1

≃
𝑈

𝑈, then 𝐴
1

∪ 𝐴
󸀠

1

≃
𝑈

𝑈;
if 𝐵
1

≃
𝑉

𝑉 or 𝐵󸀠
1

≃
𝑉

𝑉, then 𝐵
1

∪ 𝐵
󸀠

1

≃
𝑉

𝑉.
(6) If 𝐴

1

⊆ 𝐴
󸀠

1

and 𝐴󸀠
1

≂
𝑈

0, then 𝐴
1

≂
𝑈

0;
if 𝐵
1

⊆ 𝐵
󸀠

1

and 𝐵󸀠
1

≂
𝑉

0, then 𝐵
1

≂
𝑉

0.
(7) If 𝐴

1

⊆ 𝐴
󸀠

1

and 𝐴
1

≃
𝑈

𝑈, then 𝐴󸀠
1

≃
𝑈

𝑈;
if 𝐵
1

⊆ 𝐵
󸀠

1

and 𝐵
1

≃
𝑉

𝑉, then 𝐵󸀠
1

≃
𝑉

𝑉.

Proof. Straightforward.
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Theorem 19. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, 𝐴 ∈ 𝐼𝐹(𝑈), 𝐵 ∈ 𝐼𝐹(𝑉); then,

(1) 𝑅
𝑈

(𝐴) = ∩ {𝐴
󸀠

∈ 𝐼𝐹(𝑈) | 𝐴≂
𝑈

𝐴
󸀠

}, 𝑅
𝑉

(𝐵) = ∩ {𝐵
󸀠

∈

𝐼𝐹(𝑉) | 𝐵≂
𝑉

𝐵
󸀠

};
(2) 𝑅
𝑈

(𝐴) = ∪ {𝐴
󸀠

∈ 𝐼𝐹(𝑈) | 𝐴≃
𝑈

𝐴
󸀠

}, 𝑅
𝑉

(𝐵) = ∪ {𝐵
󸀠

∈

𝐼𝐹(𝑉) | 𝐵≃
𝑉

𝐵
󸀠

}.

Proof. We can obtain them according to Proposition 18.

Theorem 20. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, 𝐴 ∈ 𝐼𝐹(𝑈), for any 0 ≤ 𝛼, 𝛼

1

, 𝛼
2

,
𝛽, 𝛽
1

, 𝛽
2

≤ 1, and if 𝑅 is a reverse serial relation on 𝑈 × 𝑉,
denote

(𝑅
𝑈

(𝐴))
𝛽

𝛼

= {𝑦 ∈ 𝑉 | 𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) ≥ 𝛼, ]
𝑅

𝑈
(

̃

𝐴)

(𝑦) ≤ 𝛽} ,

(𝑅
𝑈

(𝐴))
𝛽

𝛼

= {𝑦 ∈ 𝑉𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) ≥ 𝛼, ]
𝑅

𝑈
(

̃

𝐴)

(𝑦) ≤ 𝛽} .

(26)

Then,

(1) (𝑅
𝑈

(𝐴))
𝛽

𝛼

⊇ 𝑅
𝑈

((𝐴)
𝛽

𝛼

), (𝑅
𝑈

(𝐴))
𝛽

𝛼

⊇ 𝑅
𝑈

((𝐴)
𝛽

𝛼

),

(2) 𝛼
1

≥ 𝛼
2

, 𝛽
1

≤ 𝛽
2

⇒ (𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

⊆ (𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

⊆

(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

.

Proof. (1) For any 𝑦 ∈ 𝑅
𝑈

((𝐴)
𝛽

𝛼

) ⇒ 𝜙 ̸= 𝑅
𝑝

(𝑦) ⊆ (𝐴)
𝛽

𝛼

⇒

for any 𝑥 ∈ 𝑅
𝑝

(𝑦) ⊆ (𝐴)
𝛽

𝛼

⇒ for all𝑥 ∈ 𝑅
𝑝

(𝑦), 𝜇
̃

𝐴

(𝑥) ≥ 𝛼,
]
̃

𝐴

(𝑥) ≤ 𝛽 ⇒ ⋀
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) ≥ 𝛼, ⋁
𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) ≤ 𝛽 ⇒

𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) ≥ 𝛼, and ]
𝑅

𝑈
(

̃

𝐴)

(𝑦) ≤ 𝛽 ⇒ 𝑦 ∈ (𝑅
𝑈

(𝐴))
𝛽

𝛼

. Thus, we
can have (𝑅

𝑈

(𝐴))
𝛽

𝛼

⊇ 𝑅
𝑈

((𝐴)
𝛽

𝛼

).
The properties (𝑅

𝑈

(𝐴))
𝛽

𝛼

⊇ 𝑅
𝑈

((𝐴)
𝛽

𝛼

) can be proved
similarly.

(2) Since 𝛼
1

≥ 𝛼
2

, 𝛽
1

≤ 𝛽
2

, we can have that for any
𝑦 ∈ (𝑅

𝑈

(𝐴))
𝛽

1

𝛼

1

⇒ 𝜇
𝑅

𝑈
(

̃

𝐴)

(𝑦) = ⋀
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) ≥ 𝛼
1

,
]
𝑅

𝑈
(

̃

𝐴)

(𝑦) = ⋁
𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) ≤ 𝛽
1

⇒ ⋁
𝑥∈𝑅

𝑝
(𝑦)

𝜇
̃

𝐴

(𝑥) ≥ 𝛼
1

≥ 𝛼
2

,
and ⋀

𝑥∈𝑅

𝑝
(𝑦)

]
̃

𝐴

(𝑥) ≤ 𝛽
1

≤ 𝛽
2

⇒ 𝑦 ∈ (𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

. Therefore,
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

⊆ (𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

⊆ (𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

.

Theorem 21. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, 𝐴 ∈ 𝐼𝐹(𝑈), for any 0 ≤

𝛼, 𝛼
1

, 𝛼
2

, 𝛽, 𝛽
1

, 𝛽
2

≤ 1, and if 𝑅 is a serial relation on 𝑈 × 𝑉,
denote

(𝑅
𝑉

(𝐵))
𝛽

𝛼

= {𝑥 ∈ 𝑉 | 𝜇
𝑅

𝑉
(

̃

𝐵)

(𝑥) ≥ 𝛼, ]
𝑅

𝑉
(

̃

𝐵)

(𝑥) ≤ 𝛽} ,

(𝑅
𝑉

(𝐵))
𝛽

𝛼

= {𝑥 ∈ 𝑉𝜇
𝑅

𝑉
(

̃

𝐵)

(𝑥) ≥ 𝛼, ]
𝑅

𝑉
(

̃

𝐵)

(𝑥) ≤ 𝛽} .

(27)

Then,

(1) (𝑅
𝑉

(𝐵))
𝛽

𝛼

⊇ 𝑅
𝑉

((𝐵)
𝛽

𝛼

), (𝑅
𝑉

(𝐵))
𝛽

𝛼

⊇ 𝑅
𝑉

((𝐵)
𝛽

𝛼

),

(2) 𝛼
1

≥ 𝛼
2

, 𝛽
1

≤ 𝛽
2

⇒ (𝑅
𝑉

(𝐵))
𝛽

1

𝛼

1

⊆ (𝑅
𝑉

(𝐵))
𝛽

1

𝛼

1

⊆

(𝑅
𝑉

(𝐵))
𝛽

2

𝛼

2

.

Proof. The proof is similar to Theorem 20.

4. The Measures of Rough
Atanassov’s Intuitionistic Fuzzy
Sets Model over Two Universes

In this section, we will research some measures of rough
Atanassov’s intuitionistic fuzzy set over different universes.

Definition 22. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes,𝐴 ∈ 𝐼𝐹(𝑈), for any 0 < 𝛼

2

≤ 𝛼
1

≤ 1,
0 < 𝛽
1

≤ 𝛽
2

≤ 1, and the approximate precision of 𝐴 about 𝑅
can be defined as follows:

𝛼
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

, (28)

where 𝐴 ̸= 0 and the notation | ⋅ | denotes the cardinality of
set.

Let 𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 1 − 𝛼
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

, and
𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

is called the rough degree of 𝐴 about the
universe 𝑈.

Theorem 23. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, 𝐴 ∈ 𝐼𝐹(𝑈), for any 0 < 𝛼

2

≤

𝛼
1

≤ 1, 0 < 𝛽
1

≤ 𝛽
2

≤ 1, and the approximate precision
𝛼
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

and the rough degree 𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

satisfy the properties as follows:

0 ≤ 𝛼
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 1,

0 ≤ 𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 1.

(29)

Proof. According to Definition 22, this theorem can be
proved easily.

Example 24 (continued from Example 8). We can find the
(0.8, 0.1)-level cut set of 𝑅

𝑈

(𝐴) and the (0.6, 0.1)-level cut set
of 𝑅(𝐴) as follows:

(𝑅
𝑈

(𝐴))
0.1

0.8

= 0, (𝑅
𝑈

(𝐴))
0.1

0.6

= {𝑦
1

, 𝑦
2

, 𝑦
3

} . (30)

So, we can compute the approximation precision and
rough degree as follows:

𝛼
𝑅

𝑈

(𝐴)
[(0.8,0.1),(0.6,0.1)]

= 0, 𝜌
𝑅

𝑈

(𝐴)
[(0.8,0.1),(0.6,0.1)]

= 1.

(31)

Theorem 25. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes, 𝐴, 𝐴

1

∈ 𝐼𝐹(𝑈), 𝐴 ⊆ 𝐴
1

, and
(𝑅
𝑈

𝐴)
𝛽

2

𝛼

2

= (𝑅
𝑈

𝐴
1

)
𝛽

2

𝛼

2

, for any 0 < 𝛼
2

≤ 𝛼
1

≤ 1, 0 < 𝛽
1

≤

𝛽
2

≤ 1; then,

𝛼
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 𝛼
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

,

𝜌
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

.

(32)
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Proof. Since 𝐴 ⊆ 𝐴
1

, we can have (𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

⊆ (𝑅
𝑈

(𝐴
1

))
𝛽

1

𝛼

1

.
On the other hand, (𝑅

𝑈

(𝐴))
𝛽

2

𝛼

2

= (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

. Therefore, the
theorem can be proved by Definition 22.

Theorem 26. Let (𝑈, 𝑉, 𝑅) be a generalized approximation
space over two universes,𝐴,𝐴

1

∈ 𝐼𝐹(𝑈),𝐴 ⊆ 𝐴
1

, (𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

=

(𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

, for any 0 < 𝛼
2

≤ 𝛼
1

≤ 1, 0 < 𝛽
1

≤ 𝛽
2

≤ 1; then,

𝛼
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 𝛼
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

,

𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 𝜌
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

.

(33)

Proof. The proof is similar to Theorem 25.

Theorem 27. Let 𝐴, 𝐴
1

∈ 𝐹(𝑈), and if 𝐴
1

≈
𝑈

𝐴, for any 0 <
𝛼
2

≤ 𝛼
1

≤ 1, 0 < 𝛽
1

≤ 𝛽
2

≤ 1, one can have

𝛼
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 𝛼
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

,

𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 𝜌
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

.

(34)

Proof. It can be proved byTheorem 25 andDefinition 22.

Theorem 28. Let 𝑈, 𝑉 be two nonempty finite universes, and
let 𝑅 be the relation of 𝑈 × 𝑉. For any 𝐴, 𝐴

1

∈ 𝐼𝐹(𝑈). The
rough degrees and precisions of 𝐴, 𝐴

1

, 𝐴 ∪ 𝐴
1

, and 𝐴 ∩ 𝐴
1

have the following relations. Consider

𝜌
𝑈

(𝐴 ∪ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∪ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

+ 𝜌
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

− 𝜌
𝑈

(𝐴 ∩ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

×
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
,

𝛼
𝑈

(𝐴 ∪ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∪ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≥ 𝛼
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

+ 𝛼
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

− 𝛼
𝑈

(𝐴 ∩ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

×
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
.

(35)

Proof. According toTheorem 10, we can obtain

𝜌
𝑈

(𝐴 ∪ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴 ∪ 𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴 ∪ 𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴 ∪ 𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∪ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

∪ (𝑅
𝑈

(𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∪ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

.

(36)

On the other hand,

𝜌
𝑈

(𝐴 ∩ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴 ∩ 𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴 ∩ 𝐴
1

))
𝛼

2
,𝛽

2

󵄨󵄨󵄨󵄨󵄨󵄨

= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴 ∪ 𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

.

(37)

For classical sets𝑋 and 𝑌, we have

|𝑋 ∪ 𝑌| = |𝑋| + |𝑌| − |𝑋 ∩ 𝑌| . (38)

Hence,

𝜌
𝑈

(𝐴 ∪ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∪ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∪ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

∪ (𝑅
𝑈

(𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
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≤
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴
1

))
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

− 𝜌
𝑈

(𝐴 ∩ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 𝜌
𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

+ 𝜌
𝑈

(𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

− 𝜌
𝑈

(𝐴 ∩ 𝐴
1

)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

(𝐴))
𝛽

2

𝛼

2

∩ (𝑅
𝑈

(𝐴
1

))
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
.

(39)

The other inequality can be proved similarly.

Proposition 29. Let (𝑈, 𝑉, 𝑅), (𝑈, 𝑉, 𝑆) be two generalized
approximation spaces over two universes, 𝑆 ⊆ 𝑅,

𝛼
𝑅

𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

𝐴)
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

𝐴)
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

𝛼
𝑆

𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

𝐴)
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

𝐴)
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

𝜌
𝑅

𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

𝐴)
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

𝐴)
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

𝜌
𝑆

𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

𝐴)
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑈

𝐴)
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

𝛼
𝑅

𝑉

(𝐵)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑉

𝐵)
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑉

𝐵)
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

𝛼
𝑆

𝑉

(𝐵)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑉

𝐵)
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑉

𝐵)
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

𝜌
𝑅

𝑉

(𝐵)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑉

𝐵)
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑉

𝐵)
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

,

𝜌
𝑆

𝑉

(𝐵)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

= 1 −

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑉

𝐵)
𝛽

1

𝛼

1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
(𝑅
𝑉

𝐵)
𝛽

2

𝛼

2

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

.

(40)

Then, we can obtain

𝛼
𝑅

𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 𝛼
𝑆

𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

,

𝜌
𝑆

𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 𝜌
𝑅

𝑈

(𝐴)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

,

𝛼
𝑅

𝑉

(𝐵)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 𝛼
𝑆

𝑉

(𝐵)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

,

𝜌
𝑆

𝑉

(𝐵)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

≤ 𝜌
𝑅

𝑉

(𝐵)
[(𝛼

1
,𝛽

1
),(𝛼

2
,𝛽

2
)]

.

(41)

Example 30 (continued from Examples 12 and 24). In the fol-
lowing, we give another binary relation 𝑆 over the universes
𝑈 and 𝑉

𝑆 = {(𝑥
1

, 𝑦
2

) , (𝑥
2

, 𝑦
3

) , (𝑥
3

, 𝑦
4

) , (𝑥
4

, 𝑦
1

) , (𝑥
5

, 𝑦
5

)} . (42)

Obviously, 𝑆 ⊆ 𝑅, and by Definition 7, we can obtain

𝑆
𝑈

(𝐴) = {⟨𝑦
1

, 0.6, 0.1⟩ , ⟨𝑦
2

, 0.8, 0.1⟩ , ⟨𝑦
3

, 0.6, 0.1⟩ ,

⟨𝑦
4

, 0.2, 0.8⟩ , ⟨𝑦
5

, 0.1, 0.6⟩} ,

𝑆
𝑈

(𝐴) = {⟨𝑦
1

, 0.6, 0.1⟩ , ⟨𝑦
2

, 0.8, 0.1⟩ , ⟨𝑦
3

, 0.6, 0.1⟩ ,

⟨𝑦
4

, 0.2, 0.8⟩ , ⟨𝑦
5

, 0.1, 0.6⟩} .

(43)

At this time,

(𝑆
𝑈

(𝐴))
0.1

0.8

= {𝑦
2

} , (𝑆
𝑈

(𝐴))
0.1

0.6

= {𝑦
1

, 𝑦
2

, 𝑦
3

} . (44)

Then,

𝛼
𝑆

𝑈

(𝐴)
[(0.8,0.1),(0.6,0.1)]

=
1

3
, 𝜌

𝑆

𝑈

(𝐴)
[(0.8,0.1),(0.6,0.1)]

=
2

3
.

(45)

So,

𝛼
𝑅

𝑈

(𝐴)
[(0.8,0.1),(0.6,0.1)]

≤ 𝛼
𝑆

𝑈

(𝐴)
[(0.8,0.1),(0.6,0.1)]

,

𝜌
𝑆

𝑈

(𝐴)
[(0.8,0.1),(0.6,0.1)]

≤ 𝜌
𝑅

𝑈

(𝐴)
[(0.8,0.1),(0.6,0.1)]

.

(46)

Similarly, we can discuss that the approximated set is
Atanassov’s intuitionistic fuzzy set over the universe 𝑉.

5. Case Study

In medical diagnosis, sometimes we need to arrange patients’
order according to the state of their illnesses. If the patient is
in a bad way, he or she should be arranged to see a doctor
first. If the illness is lighter, we can let him or her wait for
the time being. So, a good ordering system is needed. When
the patients’ symptoms are Atanassov’s intuitionistic fuzzy
sets and the relationship between the symptoms and diseases
is a general binary relation decided by medical specialists
who have abundant experience, now, we will design the order
system in view of the actual situation of the hospital by using
rough Atanassov’s intuitionistic fuzzy sets theory in order to
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consider most of the patients. This scheme can be used in
both primary diagnosis and further diagnosis. Assume triple
(𝑈, 𝑉, 𝑅) is a generalized approximation space, where 𝑈 is a
symptom set, 𝑉 is a disease set, and 𝑅 is a relation from 𝑈 to
𝑉. In general, the relation𝑅 can be given bymedical specialist.
Detailed steps are devised as follows.

Step 1. Weight Atanassov’s intuitionistic fuzzy sets of patients’
symptoms.

Because some symptoms are severe and some symptoms
are not severe, we can weigh the symptoms in order
to know the overall situation of the patient. Let 𝐴 =

{⟨𝑥
1

, 𝜇
̃

𝐴

(𝑥
1

), ]
̃

𝐴

(𝑥
1

)⟩, ⟨𝑥
2

, 𝜇
̃

𝐴

(𝑥
2

), ]
̃

𝐴

(𝑥
2

)⟩, . . . , ⟨𝑥
𝑛

, 𝜇
̃

𝐴

(𝑥
𝑛

),

]
̃

𝐴

(𝑥
𝑛

)⟩} be Atanassov’s intuitionistic fuzzy set of a patient,
and ley 𝜔 = (𝜔

1

, 𝜔
2

, . . . , 𝜔
𝑛

) be a weighting vector satisfying
𝜔
1

+ 𝜔
2

+ ⋅ ⋅ ⋅ + 𝜔
𝑛

= 1. The weighted intuitionistic fuzzy set
of a patient can be obtained as follows:

𝐴
𝜔

= {⟨𝑥
1

, 1 − (1 − 𝜇
̃

𝐴

(𝑥
1

))
𝑛𝜔

1 , (]
̃

𝐴

(𝑥
1

))
𝑛𝜔

1⟩ ,

⟨𝑥
2

, 1 − (1 − 𝜇
̃

𝐴

(𝑥
2

))
𝑛𝜔

2 , (]
̃

𝐴

(𝑥
2

))
𝑛𝜔

1⟩ , . . . ,

⟨𝑥
𝑛

, 1 − (1 − 𝜇
̃

𝐴

(𝑥
𝑛

))
𝑛𝜔

𝑛 , (]
̃

𝐴

(𝑥
𝑛

))
𝑛𝜔

𝑛⟩} .

(47)

Step 2. Compute the lower and upper approximations
of weighted Atanassov’s intuitionistic fuzzy sets of
patients’ symptoms according to the model we proposed in
Definition 7.

Step 3. Weigh the lower and upper approximations of
Atanassov’s intuitionistic fuzzy sets.

Step 4. By using Atanassov’s intuitionistic fuzzy hybrid oper-
ator [30], calculate weighted lower and upper approxima-
tions of Atanassov’s intuitionistic fuzzy sets’ comprehensive
attribute value 𝑑, and the weighting vector 𝑤 = (𝑤

1

, 𝑤
2

,

. . . , 𝑤
𝑛

) that satisfied𝑤
1

+𝑤
2

+⋅ ⋅ ⋅+𝑤
𝑛

= 1 is usually given by
medical specialist in advance because objects of the lower and
upper approximations of weighted Atanassov’s intuitionistic
fuzzy sets are subsets of disease sets. If the patients know the
conditions of themselves well, we can consider the attribute
value in terms of the lower approximations. If the patients are
not familiar with conditions of themselves well, we can con-
sider the attribute value in terms of the upper approximations.
The lower and upper approximation comprehensive attribute
values are defined as follows, respectively. Consider

𝑑 (𝑅
𝑈

(𝐴𝜔))

= 𝐼𝐹𝐻𝑤((𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
1

) , ]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
1

)) ,

(𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
2

) , ]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
2

)) , . . . ,

(𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑛

) , ]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑛

)))

= (1 −

𝑛

∏
𝑖=1

(1 − 𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

,

𝑛

∏
𝑖=1

(]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

) ,

𝑑 (𝑅
𝑈

(𝐴𝜔))

= 𝐼𝐹𝐻𝑤((𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
1

) , ]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
1

)) ,

(𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
2

) , ]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
2

)) , . . . ,

(𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑛

) , ]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑛

)))

= (1 −

𝑛

∏
𝑖=1

(1 − 𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

,

𝑛

∏
𝑖=1

(]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

) .

(48)

Step 5. Compute the comprehensive score value 𝑠.The higher
the score, themore serious the patient.Then, we can order the
patients in the viewof comprehensive score values. According
to Step 4, we also can gain two types of comprehensive score
values, the first type of the comprehensive score value is
about the lower approximation and the second type of the
comprehensive score value is about the upper approximation.
The results of comprehensive score values are shown as
follows:

𝑠 (𝑅
𝑈

(𝐴𝜔)) = (1 −

𝑛

∏
𝑖=1

(1 − 𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

− (

𝑛

∏
𝑖=1

(]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

) ,

𝑠 (𝑅
𝑈

(𝐴𝜔)) = (1 −

𝑛

∏
𝑖=1

(1 − 𝜇
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

− (

𝑛

∏
𝑖=1

(]
𝑅

𝑈
(

̃

𝐴

𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

) .

(49)

Finally, we can order the patients to see the doctor in turn.

Example 31. Let us consider the problem about how
to arrange patients for a hospital. These patients have
enough time and they agree with the project which mainly
considers the conditions of patients. That is to say, the
more severe the patient is, the earlier he can go to see
the doctor. The universe 𝑈 = {fever (𝑥

1

), headache (𝑥
2

),
stomachache (𝑥

3

), cough (𝑥
4

), and chest pain (𝑥
5

)} is
a symptom set and the universe 𝑉 = {viral fever (𝑦

1

),
dysentery (𝑦

2

), typhoid fever (𝑦
3

), gastritis (𝑦
4

), and
pneumonia (𝑦

5

)} is a disease set. Table 1 is the conditions
of five patients and Table 2 is the relation from 𝑈 to 𝑉

determined by medical specialist in advance. Then, the triple
(𝑈, 𝑉, 𝑅) formed a generalized approximation space over two
universes.

In the following, we will rank the patients according the
method proposed above in order to cure the severe patients
earlier.

(1)Weigh Atanassov’s intuitionistic fuzzy sets of patients’
symptoms. The results are presented in Table 3.

(2) Compute the lower and upper approximations
of Atanassov’s intuitionistic fuzzy sets in Table 3. Then,
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Table 1: The conditions of five patients.

⟨𝑥
𝑖

, 𝜇
̃

𝐴

𝑖

(𝑥
𝑖

), ]
̃

𝐴

𝑖

(𝑥
𝑖

)⟩ 𝑥
1

𝑥
2

𝑥
3

𝑥
4

𝑥
5

𝐴
1

(0.3, 0.5) (0.7, 0.1) (0.4, 0.2) (0.8, 0.1) (0.2, 0.6)

𝐴
2

(0.6, 0.2) (0.5, 0.3) (0.7, 0.2) (0.7, 0.1) (0.3, 0.6)

𝐴
3

(0.4, 0.4) (0.8, 0.1) (0.5, 0.2) (0.6, 0.3) (0.4, 0.5)

𝐴
4

(0.3, 0.4) (0.6, 0.2) (0.9, 0.0) (0.8, 0.1) (0.3, 0.5)

𝐴
5

(0.5, 0.3) (0.3, 0.6) (0.6, 0.2) (0.7, 0.2) (0.6, 0.3)

Table 2: The relations between symptoms and diseases.

(𝑈, 𝑉, 𝑅) 𝑦
1

𝑦
2

𝑦
3

𝑦
4

𝑦
5

𝑥
1

1 1 0 0 0

𝑥
2

1 0 1 0 0

𝑥
3

0 0 1 1 0

𝑥
4

1 1 0 0 0

𝑥
5

0 0 0 1 1

Atanassov’s intuitionistic fuzzy sets on universe 𝑈 are trans-
formed into Atanassov’s intuitionistic fuzzy sets on universe
𝑉, and Table 4 is the calculation of lower approximations, and
Table 5 is the calculation of upper approximations.

(3) Because some diseases are very serious, they must be
cured at once, while some diseases are chronic and they can
be cured earlier or later. So, the hospital can weigh diseases
so that the doctors know the patients’ conditions integrally.
Thisweight can be decided bymathematicalmethods, such as
statistical method and differential method. For convenience,
we invite experts who have rich experience to score the
weighing value. Assume weighing vector of the diseases is
𝑤 = (0.235, 0.215, 0.185, 0.175, 0.19).

(4) Now, we can compute the comprehensive attribute
value of five patients. According to the project we proposed
above, obviously, we have

𝑑 (𝑅
𝑈

(𝐴
1𝜔

))

= (1 −

𝑛

∏
𝑖=1

(1 − 𝜇
𝑅

𝑈
(

̃

𝐴

1𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

,

𝑛

∏
𝑖=1

(]
𝑅

𝑈
(

̃

𝐴

1𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

= (0.3392, 0.3945) .

(50)

Similarly,

𝑑 (𝑅
𝑈

(𝐴
2𝜔

)) = (0.4111, 0.3919) ,

𝑑 (𝑅
𝑈

(𝐴
3𝜔

)) = (0.4656, 0.3832) ,

𝑑 (𝑅
𝑈

(𝐴
4𝜔

)) = (0.3702, 0.3776) ,

𝑑 (𝑅
𝑈

(𝐴
5𝜔

)) = (0.4210, 0.4793) .

(51)

The comprehensive attribute value about upper approxi-
mation can be obtained as follows:

𝑑 (𝑅
𝑈

(𝐴
1𝜔

)) = (1 −

𝑛

∏
𝑖=1

(1 − 𝜇
𝑅

𝑈
(

̃

𝐴

1𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

− (

𝑛

∏
𝑖=1

(]
𝑅

𝑈
(

̃

𝐴

1𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

= (0.6121, 0.1907) .

(52)

Similarly,

𝑑 (𝑅
𝑈

(𝐴
2𝜔

)) = (0.6992, 0.1519) ,

𝑑 (𝑅
𝑈

(𝐴
3𝜔

)) = (0.5861, 0.2308) ,

𝑑 (𝑅
𝑈

(𝐴
4𝜔

)) = (0.8069, 0) ,

𝑑 (𝑅
𝑈

(𝐴
5𝜔

)) = (0.6256, 0.1883) .

(53)

(5) We calculate the comprehensive score value in the
following:

𝑠 (𝑅
𝑈

(𝐴
1𝜔

)) = (1 −

𝑛

∏
𝑖=1

(1 − 𝜇
𝑅

𝑈
(

̃

𝐴

1𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

− (

𝑛

∏
𝑖=1

(]
𝑅

𝑈
(

̃

𝐴

1𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

= −0.0553.

(54)

Similarly,

𝑠 (𝑅
𝑈

(𝐴
2𝜔

)) = 0.0192, 𝑠 (𝑅
𝑈

(𝐴
3𝜔

)) = 0.0824,

𝑠 (𝑅
𝑈

(𝐴
4𝜔

)) = −0.0074, 𝑠 (𝑅
𝑈

(𝐴
5𝜔

)) = −0.0583.

(55)
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Table 3: The weighted conditions of five patients.

⟨𝑥
𝑖

, 𝜇
̃

𝐴

𝑖𝜔

(𝑥
𝑖

), ]
̃

𝐴

𝑖𝜔

(𝑥
𝑖

)⟩ 𝑥
1

𝑥
2

𝑥
3

𝑥
4

𝑥
5

𝐴
1𝜔

(0.435, 0.330) (0.595, 0.178) (0.444, 0.157) (0.765, 0.126) (0.125, 0.736)

𝐴
2𝜔

(0.770, 0.076) (0.405, 0.405) (0.750, 0.157) (0.662, 0.126) (0.193, 0.736)

𝐴
3𝜔

(0.558, 0.231) (0.701, 0.178) (0.549, 0.157) (0.562, 0.338) (0.264, 0.660)

𝐴
4𝜔

(0.435, 0.231) (0.497, 0.299) (0.929, 0) (0.765, 0.126) (0.193, 0.660)

𝐴
5𝜔

(0.670, 0.146) (0.235, 0.682) (0.651, 0.157) (0.662, 0.235) (0.423, 0.486)

Table 4: The lower approximations of weighted Atanassov’s intuitionistic fuzzy sets.

⟨𝑦
𝑖

, 𝜇
𝑅

𝑈
(

̃

𝐴

𝑖𝜔
)

(𝑦
𝑖

), ]
𝑅

𝑈
(

̃

𝐴

𝑖𝜔
)

(𝑦
𝑖

)⟩ 𝑦
1

𝑦
2

𝑦
3

𝑦
4

𝑦
5

𝑅
𝑈

(𝐴
1𝜔

) (0.435, 0.330) (0.435, 0.330) (0.444, 0.178) (0.125, 0.736) (0.125, 0.736)

𝑅
𝑈

(𝐴
2𝜔

) (0.405, 0.405) (0.662, 0.126) (0.405, 0.405) (0.193, 0.736) (0.193, 0.736)

𝑅
𝑈

(𝐴
3𝜔

) (0.558, 0.338) (0.558, 0.338) (0.549, 0.178) (0.264, 0.660) (0.264, 0.660)

𝑅
𝑈

(𝐴
4𝜔

) (0.435, 0.299) (0.435, 0.231) (0.497, 0.299) (0.193, 0.660) (0.193, 0.660)

𝑅
𝑈

(𝐴
5𝜔

) (0.235, 0.682) (0.662, 0.235) (0.235, 0.682) (0.423, 0.486) (0.423, 0.486)

Table 5: The upper approximations of weighted Atanassov’s intuitionistic fuzzy sets.

⟨𝑦
𝑖

, 𝜇
𝑅

𝑈
(

̃

𝐴

𝑖𝜔
)

(𝑦
𝑖

), ]
𝑅

𝑈
(

̃

𝐴

𝑖𝜔
)

(𝑦
𝑖

)⟩ 𝑦
1

𝑦
2

𝑦
3

𝑦
4

𝑦
5

𝑅
𝑈

(𝐴
1𝜔

) (0.765, 0.126) (0.765, 0.126) (0.595, 0.157) (0.444, 0.157) (0.125, 0.736)

𝑅
𝑈

(𝐴
2𝜔

) (0.770, 0.076) (0.770, 0.076) (0.750, 0.157) (0.750, 0.157) (0.193, 0.736)

𝑅
𝑈

(𝐴
3𝜔

) (0.701, 0.178) (0.562, 0.231) (0.701, 0.157) (0.549, 0.157) (0.264, 0.660)

𝑅
𝑈

(𝐴
4𝜔

) (0.765, 0.126) (0.765, 0.126) (0.929, 0) (0.929, 0) (0.193, 0.660)

𝑅
𝑈

(𝐴
5𝜔

) (0.670, 0.146) (0.670, 0.146) (0.651, 0.157) (0.651, 0.157) (0.423, 0.486)

According to the lower approximation, that is to say, the
first type of projects, the patients’ order should be𝐴

3

,𝐴
2

,𝐴
4

,
𝐴
1

, 𝐴
5

because of 0.0824 > 0.0192 > −0.0074 > −0.0553 >

−0.0583. This project is very strict with patients, they must
know themselves well.

The second type of project is about upper approximation.
This project is suitable for the situation in which the patients
do not know their condition well. By the similar way, we can
calculate the comprehensive score value as follows:

𝑠 (𝑅
𝑈

(𝐴
1𝜔

)) = (1 −

𝑛

∏
𝑖=1

(1 − 𝜇
𝑅

𝑈
(

̃

𝐴

1𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

− (

𝑛

∏
𝑖=1

(]
𝑅

𝑈
(

̃

𝐴

1𝜔
)

(𝑦
𝑖

))
𝑛𝑤

𝑖

)

= 0.4214.

(56)

Similarly,

𝑠 (𝑅
𝑈

(𝐴
2𝜔

)) = 0.5473, 𝑠 (𝑅
𝑈

(𝐴
3𝜔

)) = 0.3553,

𝑠 (𝑅
𝑈

(𝐴
4𝜔

)) = 0.8069, 𝑠 (𝑅
𝑈

(𝐴
5𝜔

)) = 0.4373.

(57)

So the patients’ order should be 𝐴
4

, 𝐴
2

, 𝐴
5

, 𝐴
1

, 𝐴
3

.

6. Conclusions

In this paper, we have introduced rough Atanassov’s intu-
itionistic fuzzy sets model over two different universes in
the generalized approximation space (𝑈, 𝑉, 𝑅). Then, the
properties of lower and upper approximation operators are
discussed. Meantime, we gave the definitions and properties
about rough Atanassov’s intuitionistic fuzzy cut sets in the
generalized approximation space (𝑈, 𝑉, 𝑅). Afterwards, we
represented how to measure rough Atanassov’s intuitionistic
fuzzy sets over two different universes. In addition, we
also studied an example to illustrate our results. Finally, we
designed a new method about how to arrange the patients
reasonably so that it can take most of patients into account;
this issue is meaningful and useful in our real life.
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